Table 1: Comparison of Key and Trust Management Approaches

Key Management Credit/Reputation
Property Parking Com. PKI* IBC b HIBC* Bank SO«
No TTP Required 3 7 7 7 7 3 (setup)
Revocation/Expiry 3 3 3 (expiry) 3(expiry) - -
Anonymity -8 3/70 7 3 (limited) 7 7
Confidentiality 3/7 3 3 3 - -
Integrity and Authenticity 3 3 3 3 3 3
Forward Secrecy -8 3 3 (limited) 3 (limited) - -
No Physical Encounters Required 7 3 3 3 3 3
Required Network Connectivity =~ sparse high  medium medium medium  sparse
Protocol Complexity medium low low low medium high
No Single Point of Failure 3 7 7 3 7 3
Protects against Impersonation 3 3 3 3 - -
Protects against Sybil Attacks 3/7 3 3 3 - -
Protects against Selfish Behavior 3 7 7 7 3 3

?PKI schemes with traditional (X.509) or pseudonym certificates [1]

bIBC schemes: [20]

¢HIBC schemes: [19, 21, 22, 24]

4 Credit schemes, virtual bank: [50, 49, 51]

¢ Credit schemes, self organizing: [52]

/3 (limited): pseudonym certificates [1]; 7: X.509 certificates
8 Depending on underlying key management

3 /7 Only true for specific scenarios/proposed protocols
Not part of this scheme’s objectives

6.1 Trusted Third Parties

Most schemes’ authentication is based on one or more
centralized TTPs. They are required for the initial
authentication of new nodes and bootstrapping of
trust. Traditional PKIs are organized hierarchically
but without any restrictions with regard to which
identities they are allowed to issue certificates. Thus,
one compromised intermediate authority can com-
promise the whole network. Additionally, message
exchange requires retrieval of public keys from TTPs
before encryption/verification is possible. In IBCs,
derivation of public keys from IDs allows encryp-
tion/ verification without retrieving keys from TTPs in
advance [20]. PKI certificates are issued using Certifi-
cate Signing Requests (CSRs), whereas key pairs were
generated solely by the node itself; IBC schemes issue
IDs by generating and storing key pairs. Thus, com-
promising an IBC infrastructure has much broader
consequences to a network. Credit-based schemes
require TTPs for reputation dissemination or a credit
clearance process. Wei et al. distribute this task to
a self-organizing network, leaving only the initial
bootstrapping of nodes to an offline TTP [52].

6.2 Revocation

Revocation of certificates is typically achieved by
distributing revocation lists, which can cause a sig-
nificant overhead and poses a problem in sparse

and intermittent networks. IBC schemes propose to
encode an expiry date into the IDs themselves. While
no direct revocation is possible, using short expiry
dates, nodes are required to renew their ID regularly
by contacting the IBC TTP over a secure channel. In
Parking Communities, revocation of a public key is
achieved by its owner digitally signing a revocation
message and distributing it in the community, ensur-
ing that nobody but the possessor of the private key
can inject such a message.

6.3 Anonymity

Anonymity as a property is difficult to measure in
real-world applications. To complicate data aggrega-
tion by attackers with limited capabilities, such as ma-
licious vehicles recording metadata of forwarded bun-
dles, pseudonyms are required. In vehicular protocols,
such as proposed by the Car 2 Car Communication
Consortium (C2C-CC), vehicles are issued a limited
amount of pseudonym certificates by a central TTP.
Vehicles iterate over this set until it has been depleted
allowing a certain degree of pseudonymity [1]. As
we have shown in Section 5, Parking Communities
can be implemented on top of different networking
stacks, including recent C2C-CC standards. Therefore,
its underlying certificate infrastructure can be used
to allow for a certain level of pseudonymity. As
defined in our attack model in Section 4.4, Parking
Communities require vehicles to recognize their peers
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Figure 3: Parking Community sizes

range of all nodes to 100m and the home zone radii
to 300 m. Hence, vehicles always park within a radius
of 300m to their home zone center, with a random
offset, and create a community by collecting vehicle
IDs in their communication range. Every morning,
each vehicle leaves for work at a specified time, and
stays there for 8h, before it either commutes back
home or follows an evening activity first. Halfway
home, though, each vehicle geocasts a query into the
home zone according to Section [3| It then waits for
responses from its community members. In our simu-
lations, the probability of a free spot in the home zone
(the ground truth) is 0.5. Honest nodes receiving the
query always respond with the ground truth, while
malicious nodes lie with a probability of ¢» = 0.5,
i.e.,, respond with the opposite of the ground truth.
The querying vehicles then receive the responses and
calculate a weighted consensus w. In the home zone,
they compare the responses with the ground truth and
update the reputation ratings accordingly.

The simulation runs for 700000s, which corre-
sponds to 8 full days. We repeat the simulation 10
times.

7.2 Results

Figure [ shows the number of members per Park-
ing Community per simulation day, averaged over
all 10 simulations runs. It is observable that after 5
days 50% of all communities have at least 2 to 4
members, with another 25% having between 4 and
20 members. These values further increase during the
following days, as vehicles park at random locations
in their home zones, thus meeting new vehicles. For
the simulated scenario, the community sizes basically
stabilize around days 6 and 7. In sum, at least 75%
of all vehicles have between 3 and more than 20
vehicle IDs collected after a few days. Due to the
specific geography of Helsinki, with some remote and
isolated areas (e.g,. on islands only connected by a
bridge to the mainland), some vehicles can only create
very small communities, while vehicles in densely
populated areas, such as District A in Figure 2| have
quite large communities after a short period of time.
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Figure 4: Number of responses received per day

Figure 4| now correlates the community sizes with
the number of successful query/response exchanges.
It can be observed that from day 3 on, vehicles receive
2 responses on average. Remarkably, 25 % of vehicles
received significantly more responses, up to 15. The
maximum number of responses further increases to
up to 23 which is almost the maximum Parking
Community size. In this particular case, this indicates
that the querying vehicle was (a) part of a large
community, and (b) was returning home as one of
the latest out of his peers, such that almost every
other node was already located in the home zone and
thus able to respond to the query. As described above,
vehicles in densely populated areas (and thus with a
large community size) have a significant advantage
over remote areas. In downtown areas these vehicles
receive sufficiently many responses to make a mean-
ingful contribution to the parking search.

We further evaluate how reputation ratings develop
over time, in particular by comparing honest and
malicious nodes in Figure 5| As we have a decentral-
ized model, in which no single entity is in charge of
keeping track of a vehicle’s reputation rating, but each
community member establishes its own rating per
peer, we average the reputation rating for each vehicle
over all other nodes that have it in their respective
communities.

All nodes start with a reputation value of 0.5,
which represents a neutral rating. As the reputation
Rep(r,s) depends on the physical verification of re-
ceived responses, Figure [5| omits the simulated day 1,
since only after the vehicles parks in the home zone,
the respective values r,s can be updated, while the
reputation is already updated halfway home when
a consensus w is calculated. As can be seen in Fig-
ure [5a} honest nodes’ reputation continually increases
over the simulation time, but has already reached an
average of 0.7 on day 2. A peculiar observation is
that on day 8, the box (i.e., the interquartile range)
is larger than on the previous days, indicating a
larger variance. This is because some vehicles have
not yet reached their home area before the simulation
ends, which does not affect the general validity of
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(a) Reputation ratings for honest nodes per day
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(b) Reputation ratings for malicious nodes per day

Figure 5: Development of reputation ratings averaged over nodes and 10 simulations runs
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Figure 6: Reputation for malicious nodes, 1) = 0.85

the observations. In comparison, Figure [5b| shows the
reputation ratings for malicious nodes. At first sight,
it may seem curious that malicious nodes’ reputation
remains at 0.5 on average, with some outliers being
at par with honest nodes” reputation. However, this
is clearly expected as we have modeled the behav-
ior of malicious nodes to arbitrarily lie or tell the
truth. Hence, vehicles cannot identify and down-
rate malicious nodes, but have to remain neutral,
which is reflected in the simulation results. Yet, as
we have shown above, honest vehicles are uprated
quite quickly in comparison, such that a weighted
consensus w is nevertheless a meaningful criterion. To
provide further evidence, though, Figure [f| shows the
reputation ratings for malicious nodes with ¢ = 0.85,
instead of 1 = 0.5 (while keeping constant all other
parameters). It can be clearly observed that malicious
vehicles can clearly be identified and are downrated
significantly (and continually) from day 2 on. On day
7, for instance, the average rating is 0.3, with 75 % of
all (malicious) nodes having a lower rating than 0.35.

Finally, we evaluate how often vehicles make the
right decision about relying on available parking spots
in their home area, as described in Section[3.4] A deci-
sion is correct, if (a) a spot is free and w > wipresp, =0
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Figure 7: Rate of correct decisions over time

or (b) no spot is available and w < wipresn = 0.

Figure [7] shows the relative frequency of correct
decisions per simulated day for different probabilities
1 of lying. As expected, the rate of correct decisions
increases over time because the reliability of reputa-
tion ratings increases as well. For ¢ = 0.5, the correct
decision rate is already higher than 0.75 after day 4
and keeps rising. It takes longer to reach the same
values for 1) = 0.85 as the system has to cope with
liars that are more chronic. In sum, though, good
values are achieved after only a few days (remember
that, in our simulations, the system is used once per
day when driving home), showing the feasibility of
the approach.

8 CONCLUSION

In this paper, Parking Communities have been pre-
sented. They provide a novel trust management for
vehicular parking applications without reliance on
a central TTP for retrieving trust ratings. For this
purpose, vehicles create communities, trusted groups
helping their members to find parking in their re-
spective community area. Trust anchors enable signed
and encrypted request-response communication in
disrupted environments. As our approach can be used



