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Optimal Power Allocation in Multi-Relay MIMO
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Abstract— Cooperative networking is known to have significant
potential in increasing network capacity and transmission relia-
bility. Although there have been extensive studies on applying
cooperative networking in multi-hop ad hoc networks, most
works are limited to the basic three-node relay scheme and
single-antenna systems. These two limitations are interconnected
and both are due to a limited theoretical understanding of
the optimal power allocation structure in MIMO cooperative
networks (MIMO-CN). In this paper, we study the structural
properties of the optimal power allocation in MIMO-CN with
per-node power constraints. More specifically, we show that the
optimal power allocations at the source and each relay follow
a matching structure in MIMO-CN. This result generalizes the
power allocation result under the basic three-node setting to
the multi-relay setting, for which the optimal power allocation
structure has been heretofore unknown. We further quantify
the performance gain due to cooperative relay and establish a
connection between cooperative relay and pure relay. Finally,
based on these structural insights, we reduce the MIMO-CN rate
maximization problem to an equivalent scalar formulation. We
then propose a global optimization method to solve this simplified
and equivalent problem.

Index Terms—Cooperative networks, multiple-input multiple-
output (MIMO), relay, amplify and forward, power allocation,
nonconvex optimization, algorithms.

I. INTRODUCTION

HE CONCEPT of cooperative networking [1], [2] traces

its roots back to the 1970s, when information-theoretic
studies were first conducted in [3], [4] under the theme of
“relay channels.” In recent years, cooperative networking has
received substantial interest from the wireless networking
and communications research communities. Many interesting
problems for cooperative networks have been actively re-
searched, such as throughput-optimal scheduling [5], network
lifetime maximization [6], distributed routing [7], and MAC
layer protocol design [8], just to name a few.

Although there have been extensive studies concerning
cooperative networks, most works on optimizing the perfor-
mance of cooperative networks are limited by: i) the basic
three-node relay scheme. The basic three-node relay scheme
is shown in Fig. 1, where the message transmitted from source
S to destination D is relayed by a node R, which can overhear
the message. In an ad hoc network environment, however, the
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Fig. 1. The basic three-node relay scheme.

Fig. 2. A cooperative network with multiple relays.

message from the source is likely to be overheard by multiple
neighboring nodes. A common cooperative approach in this
situation is relay assignment, i.e., we choose only one of the
neighboring nodes as a relay for which the three-node relay
scheme can be applied (see, e.g., [9], [10] and references
therein). Despite its simplicity, this relay assignment scheme
is clearly suboptimal since all such neighboring nodes can
potentially serve as relays to further improve the system
performance, as shown in Fig. 2; ii) single-antenna systems.
In the current literature, research on cooperative networks
with MIMO-enabled nodes remains limited. In cooperative
networks, it is interesting to explore the idea of deploying
multiple antennas at each node. With multiple antennas, the
source and the relays can multiplex independent data streams
by exploiting the inherent independent spatial channels.

While the above two limitations are seemingly unrelated,
they are in fact both associated with the limited theoretical
understanding of MIMO cooperative networks (MIMO-CN).
To see this, let us consider the single-antenna multi-relay
network in Fig. 2. Here, we can treat all single-antenna relays
Ry, ..., Ry as asingle virtual relay node with M antennas. In
this sense, analyzing this multi-relay network is closely related
to analyzing a three-node cooperative network with a MIMO-
enabled relay. Thus, besides the attractive capacity benefits,
research results of MIMO-CN can also generalize previous
studies on single-antenna-based cooperative communication,
which can be viewed as special cases of MIMO-CN.

In this paper, we consider the optimal power allocation
at the source and each relay to maximize the end-to-end
achievable rate of multi-relay MIMO-CN. Our focus is on the
amplify-and-forward (AF) relay strategy. An obvious reason
is that AF has low complexity since no decoding/encoding
is needed. This benefit is even more attractive in MIMO-
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CN, where decoding multiple data streams could be computa-
tionally intensive. In addition to simplicity, a more important
reason is that AF outperforms decode-and-forward (DF) in
terms of network capacity scaling: in general, as the number
of relays increases in MIMO-CN, the effective signal-to-noise
ratio (SNR) under AF scales linearly, as opposed to being a
constant under DF (see [11] for more detailed discussions).
The main results and contribution of this work are as follows:

o We show that the optimal power allocation at each relay
follows a matching structure: the diagonalization of each
relay’s amplification matrix matches with certain eigen-
directions of the joint source-relay and relay-destination
channels. Our result generalizes the matching structure
under the basic three-node setting to the multi-relay setting,
for which the optimal power allocation structure has been
heretofore unknown. We remark that our finding is not a
straightforward extension of the “matching structure” in
the three-node relay setting [12]-[15] due to the more
complex per-node power constraint. As a result, showing
the matching structure in our case requires a new proof.

o By analyzing the channel structures in MIMO-CN, we
establish the relationship between MIMO-CN and multi-
hop MIMO networks with pure relay links. We specifically
quantify the performance gain due to cooperative relay. This
result is novel because: 1) it simplifies the proof of the
optimal power allocation structure under CR; and 2) it is
the first result that connects cooperative relay and pure relay
in a multi-relay setting, which further advances our under-
standing of the benefits of cooperative communications.

o Based on the above structural insights, we reduce the
MIMO-CN rate maximization problem to an equivalent
scalar formulation. We analyze the structure and convexity
properties of the equivalent problem, and then propose a
global optimization algorithm based on a branch-and-bound
framework coupled with a custom-designed convex pro-
gramming relaxation (BB/CPR), which guarantees finding
a global optimal solution for this nonconvex problem. To
our knowledge, this is the first work that employs a global
optimization technique for MIMO-CN.

The remainder of this paper is organized as follows. Sec-
tion II discusses the related work. Section III presents the
network model and problem formulation. In Sections IV
and V, we study the optimal power allocation structures in
pure relay and cooperative relay paradigms, and point out their
connections. Based on these structural results, we simplify
and reformulate the optimization problems. In Section VI, we
propose a novel global optimization method called BB/CPR
to solve the reformulated problem. Numerical results are
provided to show the efficacy of the proposed algorithms.
Section VII concludes this paper.

II. RELATED WORK

Since the benefits of cooperative networking were recog-
nized [1], [2], several initial attempts on extending cooperative
networking to MIMO have been reported [12]-[17]. In [12],
Tang and Hua first considered the optimal relay amplifica-
tion matrix for the basic three-node MIMO-CN under the
assumption that the source-relay channel state information

Fig. 3. An AF-based MIMO-CN with M relay nodes.

(CSI) is unknown. Their main conclusion is that when the
direct link between the source and the destination is not
present (i.e., pure relay), the optimal amplification matrix
adopts a “matching” structure. Coincidentally, Mufioz-Medina
et al. [13] independently arrived at the same conclusion via a
different proof technique. Later in [18], Fang et al. generalized
the matching result to the three-node MIMO-CN network
where the source has full CSL.! Recent works on MIMO-CN
started to consider more complex relay settings. In [19], Fu
et al. studied MIMO-CN with multiple AF relays, which is
similar to our setting. However, their work differs from ours
in that they assumed a sum power constraint across all relay
nodes, which is usually not realistic since each relay has its
own power budget. Thus, a per-node power constraint on each
relay is more appropriate. As we shall see later, imposing a
per-node power constraint results in a more challenging power
allocation problem. It is worth pointing out that the three-
node multi-carrier MIMO-CN considered in [16] can also be
viewed as a MIMO-CN with multiple relays. Compared to our
network setting, the major difference is that each source-relay-
destination path in [20] operates under orthogonal channels
(subcarriers) that do not cooperate with each other. This yields
a more tractable problem, which can be thought of as a special
case of the model we consider in this paper.

III. NETWORK MODEL AND PROBLEM FORMULATION

In this paper, we use boldface to denote matrices and
vectors. For a complex-valued matrix M, we let M*, M,
and |M| denote the conjugate, conjugate transpose, and deter-
minant of M, respectively. Tr{M} denotes the trace of M.
We let Iy denote the N x N identity matrix. M > 0 rep-
resents that M is Hermitian and positive semidefinite (PSD).
Diag{M; ... M,,} represents the block diagonal matrix with
matrices My, ..., M,, on its main diagonal. M o N represents
the Hadamard product of matrices M and N. We let (IM);;
denote the entry in the ¢-th row and j-th column in matrix M.
We let (v); denote the j-th entry of the vector v.

We consider an AF-based MIMO-CN as shown in Fig. 3.
The source node .S transmits messages to the destination node
D, assisted by M relays Ry, Ra, ..., Ry. S and D have
N, and N, antennas, respectively. For ease of exposition,
we assume that each R; has N, antennas. We note that
the generalization to the case where each R; has a distinct
number of antennas can also be similarly incorporated in our
subsequent analysis but at the expense of more complicated
notation. We let H € CN»*Ns and HLZ(]i € CNaxNr denote

Interestingly, the actual publication dates of [12], [13] turned out to be
even later than that of [18] due to journal appearance delay.
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the channel gain matrices between S and R; and between R;
and D, respectively. The channel gain matrix for the direct
link between S and D is denoted by Hy € CNaxNs |

Due to self-interference, each relay node cannot transmit
and receive in the same channel at the same time. Thus,
a transmission from S to D takes two time slots. In the
first time slot, a message is transmitted from S to D, which
is overheard by all R;. In the second time slot, each R;
simply amplifies and transmits its received signal to D without
decoding the message. At the end of the second time slot,
D coherently combines all received signals to decode the
message. In the rest of the paper, we classify MIMO-CN into
two cases depending on whether or not the direct channel
between .S and D is strong enough to support communication.
We refer to the case where the direct channel is absent as pure
relay (PR) and refer to the opposite case as cooperative relay
(CR). Although PR is a special case of CR, this categorization
proves to be useful in that: 1) it is easier to obtain structural
properties under the simpler PR case and these properties
provide important insights to the more complex CR case; and
2) this categorization helps build a connection between PR and
CR and deepens our understanding of cooperation benefits.

In a MIMO-CN, the received signal at the i-th relay,
denoted as yy I can be written as y[ri] — HUx, + nl,
1=1,2,..., M, where x, € CNs represents the transmission
signal vector and n[f e oM represents the zero-mean
circularly symmetric Gaussian noise vector seen at R;. We
let Hy, 2 [H[;TH, e H[SIL/[H]T € CMN-xNs represent the
combined relay channel matrix between S and all R;. Also,
we let n, = [n[rlﬁ, .. ,n[TMH]T € CMNr_ Then, the combined
received signal of all R;, defined as y, = [y[rm, . ,yLM”]T IS
CMN-_ can be compactly written as y,, = Hy,. X, + n,..

Recall that in a multi-relay AF-based MIMO-CN, each R;
amplifies the received signal. The amplification factor at R;
can be represented by a matrix A; € CV-*Nr_ Thus, the relay
signal at R; can be written as x[ri] = Aiy[f]. Since the structure
of each A; could significantly impact the performance of an
AF-based MIMO-CN, one of the main goals in this paper
is to understand the optimal structural property of each A;.
Due to the distributed nature of ad hoc network environments,
the relay nodes cannot share their received signals with each
other. This can be mathematically modeled by introducing a
block diagonal constraint on the overall amplification matrix
A for all the relays, i.e., A = Diag{A1,As,..., Ay} €
CMN-*xMN: Using matrix A, we can represent the overall
relay signal as x, = Ay, = A(H, x5 + n,).

We use H,4 = [H[Tll}, . ,H[T]Z”} € CNaxMNr 1o represent
the combined channel gain matrix between all R; and D.
Under PR, the received signal at D can be written as:

Yd = Hrdxr+nl(12) = HrdAHsrXs + (HrdAnr+n,(12))a (1)

2 . . .
where nfi ) € CNa is the zero-mean circularly symmetric
Gaussian noise vector seen at D in the second time slot. Under

CR, we can expand the received signal y, in (1) as follows:

n,
_ HrdAHsr HT’dA INd 0 (2)
Yd—[ H., ]xﬁ—[ 0 0 T, n‘(11) , (2)

where nél) € CN4 denotes the zero-mean circularly symmetric

Gaussian noise vector at D in the first time slot.
Under PR, the end-to-end achievable rate can be computed
as [12], [13]:

1
IPR(Qa A) = 5 1Og2 |INd + (HrdlAHsr)(Q(I_IrdIAHsryL
x(o3ln, + ot H,gAATH, o) 7|, (3)

where Q = E{xx'} represents the input signal covariance
matrix (i.e., the source power); and af and 03 denote the vari-
ances of n, and ngf), respectively. The factor % in (3) accounts
for the two time slots required to complete a transmission. By
letting H.;, £ H,;AH,, denote the equivalent end-to-end
channel under PR and letting R 2 021y, + 02H, ;AATH!,
denote the equivalent noise power at D, we can compactly
rewrite (3) as

1 _ L
Ipr(Q,A) = 5 log, [Ly, + HL,QHLR™'|. @)

Similarly, we can write the end-to-end achievable rate under
CR as:

1
Icr(Q,A) = 3 logy [Ton, + HQH'R ™| %)

In (5), the equivalent end-to-end channel gain matrix H and
noise power R are defined as

Hé[ ] and Ré[

Hsd
Hsd

R o0
0 O'ZINd

} ) (6)

respectively. Due to the maximum transmission power limit
at S and each R;, we have the follqwing ower constraints:
TH(Q) < Pr, Tr(Ai(o?ly, + HIQMEINNHAL) < P,
1 = 1,...,M, where Pr and Pr represent the maximum
transmission power of S and R;, respectively. For conve-
nience, we define two constraint sets as follows:

Q2{QTx(Q) < Pr},

= {Diag{Al, oA

Tr(A, (02 Iy, + HEQHID)
ANy <Pg Vi=12,... K [’

In this paper, our goal is to find optimal Q and A to
maximize Ipg(Q, A) under PR or Icz(Q, A) under CR. This
can be formulated as the following joint source-relay power
optimization (PO) problems under PR and CR, respectively:

PO-PR: Maximize Ipgr(Q,A) 7
subject to Q€ QA €V,

PO-CR: Maximize Icr(Q,A) ®)
subject to Q€ Q,A € V.

It is easy to see that both PO-PR and PO-CR can be
naturally decomposed into two parts as follows:

o (s (@) ).

©))

where j € {PR,CR}. Hence, solving PO-PR and PO-CR
reduces to iteratively solving an inner subproblem with respect
to A (with Q fixed) and an outer main program with respect
to Q (with A fixed). Due to the complex matrix variables
and operations, directly tackling such problems is intractable
in general. For PO-PR and PO-CR, however, it turns out that
we can exploit the inherent special structure to significantly
reduce the problem complexity. In what follows, we will first
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study the optimal structural properties of A and Q. Based on
these properties, we will reformulate PO-PR and PO-CR. We
will start with the relatively simpler PO-PR problem. It will
soon be clear that the results under PR provide useful insights
for the more complex problem PO-CR.

IV. OPTIMAL POWER ALLOCATION STRUCTURE: THE
PURE RELAY CASE

In Section IV-A, we will investigate the structural properties
of an optimal A for a given Q (the inner problem in (9)).
Then, we will study the structural properties of an optimal Q
in Section IV-B (the outer problem in (9)). Based on these
results, we will reformulate Problem PO-PR in Section IV-C.

A. The Structure of an Optimal Amplification Matrix

For now, we assume that Q is glven We let Hrd £
7 H A and H,, £ 1 HSTQz We let Ay, € CMN»xMN:
and Usr € CMNy XMN* be the real diagonal matrix and the
orthonormal matrix obtained from the elgenvalue decompo-
sition of HerST, HSTHT = USTASTU . To study
the structural propertles of an optimal A, we ﬁrst need the
following result to simplify Ipr(Q, A):

Lemma 1. The achievable rate expression in (3) is equivalent
to the following expression:

IPR(Q7 A) =

Asr (IMN7

1
5 10g2 IMNT+

— (Iyn, + ULH A, U,) ™| (10)

We note that Lemma 1 was also used in [19] but without
proof. Since this result is non-obvious, we provide a proof of
Lemma 1 in [11] to make this paper self-contained. Lemma 1
implies that maximizing (3) over A can be equivalently done
by maximizing (10), which is relatively easier due to its
diagonal structure. According to the Hadamard inequality
[21], the right-hand-side (RHS) of (10) is maximized when
the matrix inside the determinant is diagonal. Note that every
matrix term in the determinant is already diagonal except for
(Iun, —I—INJZTHldHTdeST)_l. Hence, for the matrix inside the
determinant to be diagonal, it suffices that HLHI dHrdeST
is diagonal. This leads to the following result:

Lemma 2. Let V.4 be the eigenvector matrix for HTdHTd
ie., HI Hrd = VTdATdVTd IfVJf AUST is diagonal, then
U HTdHTdUST is diagonal.

Proof: We rewrite UJf H HrdUST in the following
form: Ul H H,,U,, = (o 2/o—d)UT AH! H,,AU,, =
(o 2/ad)UT ATVTdA dV JAUs,. Since A, is diagonal, in
order for UJf H HrdUST to be diagonal, it suffices for
v AT, to be diagonal. ]

Based on Lemma 2, we now analyze the diagonality of
VIdAINJS,,. Recalling that A = Diag{A,..., Ay}, we have
that M

VAT, = > (VDA T,
k=1

(1)

where Vyfi] € CN-xMNy gng O ¢ oNex MN, represent the
submatrices in V4 and Uy, starting from the ((k=1)N,.+1)-
st row to the kN,.-th row, respectively. From (11), we obtain
the following key lemma:

Lemma 3. V AUST is
(VI A, TN

Proof: The “if” part follows immediately from (11). The
“only if” part can be proved by first assuming that not all
(Vv [k])TAkULTJ are diagonal. Then, by analyzing a homoge-
neous linear equation system associated with VIdAUST, we
can reach a contradiction. We relegate the proof details of
Lemma 3 to [11]. |

Using Lemma 3, we have the first main result in this paper.

diagonal if and only if
is diagonal for all k =1,..., M.

Theorem 1. For a given Q, the optimal relay amplification
matrix Ay at Ry, has the following structure:

Aj = (VEH e, (TR

where ()" and (-)R! represent the left and right inverses,
respectively; and ®;, € RMN-*MNv s g real diagonal matrix.

Proof: From Lemma 3, we have that (V[]j)TAkH[SIfJ is
diagonal for all k. Thus, we let (V1A UH = &, where
P, is diagonal as stated in the theorem. Since (V[ ]) and
U[ST] are tall-skinny and short-fat, there exist left and right
inverses for (V[k]) and U[ST], respectlvely Then, Eq.(12)
follows from multiplying (V1)L and (GBI on the left-
and right- hand sides of (VI"))TA, U

k=1,2,...,M, (12)

= &, respectively.
|

Remark 1. We can see from (12) that A contains two
parts: (fj[f;])m matches with the eigen-directions of the joint
source-relay channel, and (V")) matches with the ecigen-
directions of the joint relay-destination channel. With such
direction matchings, the power allocation is solely determined
by the diagonal entries of ®;. We point out that by imposing
per-node power constraints, the matching direction of Ay is
completely different from that in [19] (cf. [19, Eq. (12)]),
where all relays are subject to a sum power constraint.

Remark 2. Theorem 1 implies that each R; needs the
knowledge of the joint channels Hg, and H, 4. This means
that, although the relays do not share received signals, they
do need to share CSI, which is the price to pay in order
to achieve better performance. This CSI requirement could
potentially impose some challenges on practical implementa-
tions, and the so-called limited CSI feedback techniques could
be desirable to employ in practice (see [22] and references
therein). Another remedy to this CSI issue_is to let each R;
send its respective observed channel gain H[;l to D. Using this
information and the channel H, 4 observed by D itself, D can
compute optimal amplification matrices for each R; and then
feed back the solutions to each R;. Under this approach, the
large amount of CSI sharing among the relays can be avoided.

B. The Structure of Optimal Source Covariance Matrix

As mentioned earlier, under an appropriate direction match-
ing, the value of the achievable rate depends on the diagonal



LIU et al.: OPTIMAL POWER ALLOCATION IN MULTI-RELAY MIMO COOPERATIVE NETWORKS: THEORY AND ALGORITHMS 5

entries in AST. Hence, following a similar argument as in [17],
[18], it can be shown that an optimal Q should match with
the dominant right singular matrix of H,.. We state the result
in the following proposition and omit its proof in this paper.

Proposition 1. An optimal Q can be decomposed as Q =
VSTAVST,, where A is real diagonal and 'V g, represents the
right singular matrix of Hs, (i.e., Hy = USTESTVS,,, where
3 is the diagonal singular value matrix and Uy, is the left
singular matrix).

C. Problem Reformulation

Based on the diagonal decomposition results for A and Q,
we can simplify the PO-PR problem to a scalar form. We
start with the objective function in (10). After some algebraic
manipulations from Theorem 1, we obtain that

i=1
/ — |- (13)

Zlog2 1+ —
Ao, d)2 + %

Here, the eigenvalues {1 )}M M and {)\(J )}M ' are sorted
in nonincreasing order based on an argument similar to [13,
Appendix IV]. Also, the source power constraint can be re-
written as ZMNT/\ ) < Pr. By using Te(MXNXT) =
x"(M o NT)x, where M, N are square and X is a diagonal
matrix with x on its main diagonal [19], [23], we have that

APAD) (M a2

Ipr(Q,A)=

Tr(Ai(o7 Iy, + HIQHL)NAT) < Pp = dfSid; < P,

where S; € CMNrxMNr iq defined as
S: = [(((VEDHT((vED)H] o

(UM (0?1, + B, QHL)(UI)™] . (4)
Note that S; is symmetric and PSD because it is a
Hadamard product of two PSD matrices [23]. Note also
that AP AY) = 0 for j = D +1,...,MN,, where D 2
min{rank(Hy,), rank(H,q)}. Therefore, the last M N, — D
terms on the RHS of (13) can be ignored. For convenience,
we let §; 2 M d;l). It then follows that Problem PO-PR
can be simplified to the following equivalent problem:

PO-PR-SIM:
D )\gﬂr)/\ 3)52
Max %Zlogz 1+ Widjd (15)
= rd Vj o2
MN,. N,
sty (80)(d)? + Z S (80)rddy) < Pp,vi,
=1 J=1 k=1,#j

M ‘ MN;
> d =0, j=1,....D, Y AP <pp
i=1 j=1

where the decision variables are d;, dy), and X?), Vi, j.
Note that matrix variables no longer appear in PO-PR-SIM,
which significantly reduces the computational complexity.
This simplified formulation will serve as a foundation for us
to design a global optimization algorithm in Section VI.

V. OPTIMAL POWER ALLOCATION STRUCTURE: THE
COOPERATIVE RELAY CASE

In this section, we turn our attention to the more complex
case of CR. The major difference between CR and PR is the
presence of the direct link H,,4. In Section V-A, we will first
study the impacts of the direct link and AF relays and what
roles they play under CR. Based on this, we will investigate
the optimal structures of A and Q under CR in Section V-B.

A. The Roles of the Direct Link and AF Relays

Recall that Icr(Q,A) can be written as in (5) and the
equivalent end-to-end channel gain matrix H and noise power
R can be written as in (6). To compute the determinant in (5),
we substitute (6) into (5), which yields:

Ly, + HQH'R ™|

I:Isd 7 R_l 0
= IQNd + |: Hsd :|Q[ Hld Hld ]|: 0 %INd
94
Iy, + H,QH[ R 7 HaQH,, (16)
HsdQI:IZdel In, + _HsdQHZd .

Based on the determinant in (16), Icr(Q, A) can be decom-
posed into two parts as follows:

1
Icr(Q,A) = §log2

1
INd + _2HSdQHZd +
94

Direct link without relays

Iy, +H.y (Q +—Hsstd) HI R™![.(17)

11
—lo
5 g2 o2,

Gain from AF relays

Upon a closer look at the RHS of (17), it is easy to recognize
that the first term is exactly the MIMO capacity expression
for the direct link without the relays. Hence, the second term
represents the rate gain due to the cooperation from the relays.
The derivation of (17) is based on a “backward” use of the
Sherman-Morrison-Woodbury matrix inversion lemma [24]
and is similar to deriving the mutual information expression
for three-node MIMO AF-relay channel in [13]. We relegate
the derivation details to [11]. By expanding H,; and R. in
(17), we arrive at the following result:

Proposition 2. Under CR, the end-to-end achievable rate gain
due to the AF relay links, denoted by ACyr, is given by

Iy, + <Z H[Z]A H[’L]) (Q_1+

1 _ T

U—gHistd) <Z HE}IAiHLZJ> R
=1

Remark 3. Proposition 2 can also be interpreted in an
asymptotic manner: as Hyy — O (i.e., the direct link gets
weaker), the capacity of the direct link in (17) approaches
zero and ACyr — Ipr(Q, A), which makes intuitive sense.

ACyp =

1
3 log,
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B. The Structure of the Optimal A and Q under CR

We can see from (17) that when Q is fixed, an optimal
A can be found by maximizing the second term in (17).
Comparing this term to (4), we can see that they are of the
same structure. This means that the optimal structure of A
does not change under CR. We state this result as follows:

Proposition 3. For a given Q under CR, the structural
property of A in (12) continues to hold. However, U[s]ij needs
to be replaced by the corresponding submatrix block of the
left singular matrix of U%HST(Q’1 + ggHZstd)*%,

Compared to the case of PR, identifying the optimal struc-
ture of Q under CR is more involved. Due to the first term
in (17), we need to simultaneously take H;; and Hg, into
consideration. This means that the optimal structure of Q
depends on A, which is different from the case of PR where
the optimal Q is solely dictated by H,,.. We first rewrite the
expression in (5) as Icr(Q,A) = 3log, ‘IgNd + fIQfIT‘,

where H 2 R-2H. We can see that this expression is
equivalent to a point-to-point MIMO channel with the channel
gain matrix being H. Thus, the proposition below follows from
the classical water-filling result [25]:

Proposition 4. The optimal Q under CR can be decomposed
as Q = VAV, where A is real diagonal and \Y% represents
the right singular matrix ofH (ie, H= UV, where 3 is
the diagonal singular value matrix and U is the left singular
matrix).

Propositions 3 and 4 indicate that, even though the channels
under CR become more complex, the same matching struc-
tures of matrices A and Q continue to hold.

VI. OPTIMIZATION ALGORITHM

Based on the structural results in Sections IV and V, we
are now in a position to optimize Q and A. According to
Propositions 3 and 4, it suffices to only consider designing an
algorithm for PR. Recall that PO-PR can be decomposed into
an inner subproblem with Q being fixed and an outer main
program with respect to Q. Also, it 1s not difficult to see that
(15) is concave with respect to the )\ -Varlables Thus, Q can
be readily solved by standard convex programming tools once
we know how to determine A. Hence, we would only focus
on the inner subproblem in the remainder of this section.

A. Convexity Property of PO-PR-SIM

Before solving the inner subproblem of PO-PR-SIM (i.e.,
with )\SJT) fixed), we first examine its convexity property.
In PO-PR-SIM, the second constraint is linear. The first
constraint is a Schur product involving a PSD matrix,
which means it is convex as well. However, the objec-
tive function (15) can be written as a difference of two
concave functions: %ZJD 1 log, ((1 + X j)))\f,{i)djg 02) -
137 log, ( e+ ) which implies that it is not con-
cave. In fact, by checkmg the positive definiteness of the

Hessian of (15), we can show that PO-PR-SIM is convex if

the following condition is satisfied:
M 2
S0 > o4 AW 42’ N (L)
=7 ) "oz 241 2D 1

(M 42
A +1

The derivation of (18) is similar to that given in [19] and is
thus omitted here for brevity. By observing (18), we can see
that as A% — oo or )\(J) — 00, the RHS approaches zero.
Thus, we have the followmg result:

. j=1,...,D. (18)

Proposition 5. The threshold value on (Z

—>ooor/\£jd)—>oo.

J) in (18)

=17
approaches zero as ngr)
Remark 4. Since Xiﬁ;) and /\g) represent the quality of
the source-relay and relay-destination channels, Proposition 5
implies that PO-PR-SIM is more likely to be convex if the
channels H;, and H,4 are strong.

Due to the nonconvexity of PO-PR-SIM, determining a
global optimal solution remains challenging even though the
problem has been reduced to a scalar form. Rather than
settling with a heuristic or local optimal solution, we propose
a global optimization approach based on the branch-and-
bound framework coupled with a custom-desgined convex
programming relaxation (BB/CPR) [26]-[28] that exploits the
special structure in PO-PR-SIM. To the best of our knowledge,
this work is the first that considers solving nonconvex MIMO-
CN problems using a global optimization approach.

B. A Global Optimization Approach

The basic idea of BB/CPR: Here, we provide an overview
on using BB to solve PO-PR-SIM. We refer readers to [29] for
a comprehensive understanding of the BB procedure. The BB
procedure proceeds iteratively as follows. During the initial
step, an upper bound on the objective value is obtained by
solving a convex programming relaxation (CPR) of PO-PR-
SIM. The obtained solution from CPR serves to provide an
incumbent solution to PO-PR-SIM and a global lower bound
on the objective value, denoted as L B. Next, we partition the
problem into two subproblems at the CPR solution. The CPR
for each of these two subproblems is then solved to obtain
two sets of lower and upper bounds. LB is then updated to
the maximum of the two new lower bounds if this value is
greater than the current LB. This step completes an iteration.

After an iteration, if the gap between LB and the largest
upper bound (among all the subproblems) is larger than some
predefined desired error €, we perform another iteration on
the subproblem having the largest upper bound. Also, during
each iteration, we can remove those subproblems whose upper
bounds have a gap less than e compared to LB (since further
branching on these subproblems could not yield improved
feasible solutions beyond the e-tolerance), thus controlling the
increase of the number of subproblems. The BB iterations
continue until the largest upper bound is within € of the LB.
Therefore, the best feasible solution is (1 —¢)-optimal. A more
detailed description of BB/CPR is shown in Algorithm 1.
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Algorithm 1 BB/CPR Solution Procedure

Initialization:

1. Let the optimal solution ¥* = @ and the initial lower bound LB = —oo.

2. Determine partitioning variables (variables associated with CPR) and
derive their initial bounding intervals.

3. Let the initial problem list contain only the original problem, denoted by
Pr.

4. Construct CPR based on the partitioning variables. Denote the solution
to CPR as )1 and its objective value as the upper bound U Bj.

Main Loop:

5. Select problem P. that has the largest upper bound among all problems
in the problem list.

6. Find a feasible solution v, by solving Problem P,. Denote the objective
value of 1, by LB..

7. If LB, > LB then let * =1, and LB = LB,.If (1+¢)LB>UB
then stop with the (1 — €)-optimal solution ¢*; else, remove all problems
P,/ having (1 + ¢)LB,, > UB from the problem list.

8. Compute relaxation error for each partitioning variable.

9. Select a partitioning variable having the maximum relaxation error and
divide its bounding interval into two new intervals by partitioning at its
value in .

Remove the selected problem P, from the problem list, and construct
two new problems P.; and P, based on the two partitioned intervals.
11. Compute two new upper bounds UB_; and U B3 by solving the CPR
for P,1 and P2, respectively.

If (14 €)LB < UB;1 then add problem P, to the problem list. If

(14 €)LB < UB;> then add problem P2 to the problem list.

If the problem list is empty, stop with the (1 — €)-optimal solution )*.
Otherwise, go to Step 5.

10.

12.

13.

In what follows, we will develop the corresponding key
components in the BB/CPR framework that are problem-
specific.

Further reformulation of PO-PR-SIM. Note that in PO-
PR-SIM, the nonconvexity stems from the objective function.
Therefore, we start by rewriting (15) as

)\(J)
3 EJ 1 log, [1 + ﬁ} , (19)

2 A

where 0° = o and g; 5J2- > 0. Note that, although
not obvious, Eq. (19) is convex with respect to g; > 0,
Vj = 1,...,D. This can be readily verified by checking
the second order condition of (19). With this change of
variables, a quadratic equality constraint g; = 6?- needs to
be appended to the inner problem. Although this constraint
remains nonconvex, we have shifted the nonconvex part away
from the objective function. As we shall see immediately, with
this reformulation, we can apply a powerful technique called
the Reformulation-Linearization Technique (RLT) [26], [27].

Convexifying the quadratic equality constraints. The ba-
sic idea in our convexification is to approximate the quadratic
equality constraint g; = 62 using its convex hull relaxation.
We first observe that if We replace g; = 5 by g; > 5
then the latter is convex. However, since PO PR-SIM is a
maximization problem in g;, we need an additional constraint
to bound g; from above because otherwise, PO-PR-SIM will
be unbounded. To this end, we can apply RLT as follows.
First, we note that

57 <65 <67, (20)

where 5L and 5U are some appropriate lower and upper
bounds for 05, respectlvely (more on the values of 6L

5U later). From (20), we derive the following bound- factor
constralnt. (6; — 5L)(5 — 5U) < 0, which, upon using the
substitution g; = 6J, yields: g; — (07 + 0Y)d; 4 6565 < 0.
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9i
4l
3k
9k
A |
o R T

Fig. 4. The quadratic curve g; = 5]2. is approximated by its convex hull as
expressed by the RLT constraints in (21) and (22).

Fig. 5. The quadratic curve g; = 82 can be well approximated by its convex
hull when the interval [JJL, 5]U] is small.

Observe now that the nonconvex constraint g; = 5J2» has been
relaxed into two convex constraints in g; and J;:

Vi=1,...,
Vi=1,...,

D,
D.

1)
(22)

07 —g; <0
— (6] +65)5; +676Y <0

Geometrically, Constraints (21) and (22) represent the convex
hull of the set defined by g; = 07, d; € [0}, 65|, as shown in
Fig. 4. When the bounds 5JL and 5;1 are far from each other
(i.e., the interval [6},6Y] is large), the convex hull relaxation
may not be a tight approximation of the quadratic curve.
However, as 5jL and 5;1 get closer, as shown in Fig. 5, we
can see that the convex hull quickly becomes an excellent
approximation of the quadratic curve. With the above convex

relaxation, we obtain the following CPR:

R-PO-PR-SIM:

D ()
1 ASM
Max §Zlog2 1+()7d€32
Jj=1 /\rd J+o§
MN.,. MN, MN,
st (8);(d2+ Y 3 (8)udd) < Pp,vi,
j=1 J=1 k=1,#j
57 —g; <0, g, — (6] +0Y)8; + 6767 <0, j=1,...,D
M .
;=3 d =0, j=1,...,D.
=1

Upper and lower bounds for partitioning variables. The
partitioning variables in BB/CPR are those that are involved
in nonconvex terms, for which we have defined new variables
and whose bounding intervals will need to be partitioned

?
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Fig. 6. The scaling of the number of BB iterations with respect to the number
of per-node antennas.
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Fig. 7. Achievable rate comparison between equal power allocation and

optimal power allocation as the number of per-node antennas changes from
2 to 6.

during BB [26]-[28]. In R-PO-PR-SIM, these partitioning
variables are 0, j = 1,..., D. To derive tight upper and lower
bounds for §;, we let ng) € RMN:—1)xMN: pe the matrix
obtained by taking the real parts of S; and then deleting the
j-th row. Also, let v\ = [ﬁz(jl) 51(313/[ ]T be the right
sm ular vector corre g)onding to the zero smgular value of
S . Further, define ¥,”/ as the scaled version of v( 7 obtained
by v gJ ) = (‘75+))] gJ ). Then, we have the following closed-
form result:

Lemma 4. The upper and lower bounds of ¢; can be respec-
tively computed as:

Pr

({,(j) )Tsi{,(j) ’
Lemma 4 can be proved by studying max dgi) because 5JU

max Y, jz) <M max d(l and 6} = min 3°M ¥

=15

(23)

| \/

3 .
—o— Equal power allocation
—#— Optimal power allocation

Achievable Rates (b/s/Hz)

0 i i
2 3 4 5

Number of Relays

Fig. 8. The achievable rate comparison between equal power allocation and
optimal power allocation as the number of relays changes from 2 to 5.

- Zf\il max dg»i). max d;i) can be obtained by solving

Max d') (24)
MN,. MN, MN,
st Y (805?23 ST (s)dVd) < Pr.
j=1 j=1 k=1k#j

Since Problem (24) is convex and the Slater condition holds,
the result in Lemma 4 follows from analyzing the KKT system
of (24) (see [24]). Due to space limitation, we relegate the
proof details of Lemma 4 to [11].

C. Numerical Results

We present some numerical results to demonstrate the
efficacy of our proposed BB/CPR method. First, we study
the scaling of BB iterations as the numbers of relays and
per-node antennas grow. In this paper, the number of BB
iterations depends on the number of J-variables, which is in
turn determined by the number of per-node antennas. Thus,
we expect that the number of per-node antennas has a more
direct impact than the number of relays does. We first fix
the number of relays to 4 and vary the number of per-node
antennas from 2 to 6, which is the practical range in real
systems. All other simulation settings remain the same as in
the previous example. In this case, the scaling of the number of
BB iterations is shown in Fig. 6 (in log-scale). Each data point
in Fig. 6 is averaged over 10 randomly generated network
instances. The averaged number of iterations changes from 21
to 3090, which increases roughly exponentially. This confirms
that the number of BB iterations depends on the number of
per-node antennas. The exponential increase is an expected
phenomenon when searching for global optimal solutions for
NP-hard nonconvex optimization problems. However, we note
that the BB process converges reasonably fast for practical
numbers of antennas. On the other hand, we also evaluate
the scaling of the number of BB iterations with respect to the
number of relays. We fix the number of per-node antennas to 2
and vary the number of relays from 2 to 6. For each setting, the
result is again averaged over 10 randomly generated network
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instances. The number of BB iterations vary as 16, 25, 20, 18,
and 19, respectively, which shows that the solution effort is
relatively insensitive to the number of relays.

It is also interesting to study how much rate gain can be
obtained through an optimal power allocation. In Fig. 7, we
compare the achievable rates under optimal power allocation
and the naive equal power allocation as the number of per-
node antennas increases. We can see that the achievable
rate gain is significant under optimal power allocation. For
these five settings, the average ratios between equal power
allocation and optimal power allocation are 0.2849, 0.3914,
0.3171, 0.3699, and 0.3891, respectively. In other words, the
achievable rates under equal power allocation are no more
than 40% of that under an optimal power allocation. In
Fig. 8, we compare the achievable rates under optimal power
allocation and under equal power allocation as the number
of relays increases. Again, we can see that the achievable
rate gain is significant under optimal power allocation. For
these four settings, the average ratios between equal power
allocation and optimal power allocation are 0.2154, 0.1173,
0.0586, and 0.0419, respectively. We note that, under optimal
power allocation, the achievable rate increases as the number
of relays grows. In contrast, under equal power allocation,
the achievable rate actually decreases. This highlights the
importance of power allocation optimization in multi-relay
MIMO-CN.

VII. CONCLUSION

In this paper, we have investigated the structural properties
of optimal power allocation in multi-relay MIMO-CN and
designed algorithms to solve the optimal power allocation
problem. Our contributions include generalizing the matching
result under the basic three-node setting to the multi-relay
setting with per-node power constraints, for which the opti-
mal power allocation has been heretofore unknown. We also
quantified the performance gain due to cooperative relay and
established the connection between cooperative relay and pure
relay. Based on the derived structural insights, we reduced
the MIMO-CN rate maximization problem to an equivalent
scalar form, which allowed us to develop an efficient global
optimization algorithm by using a branch-and-bound frame-
work coupled with a custom-designed convex programming
relaxation. Our results in this paper offer important analyt-
ical tools and insights to fully exploit the potential of AF-
based MIMO-CN with multiple relays. More importantly,
our proposed global optimization approach overcomes the
fundamental nonconvex difficulty encountered in large-scale
MIMO cooperative networks, which we hope will benefit
future research in this area.
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